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Abstract 

Although the cone penetration test (CPT) is essential for geotechnical design, it is often not 
economically feasible and time-consuming to perform the tests at all sites. This work used data from 
Port Sudan City to create a model to predict CPT values from Standard Penetration Test (SPT) 
attributes using a Support Vector Regression (SVR) algorithm. This approach converted the SPT into 
attribute combinations through a stepwise regression analysis. Subsequently, the attributes were 
converted to CPT by training the SVR neural network with the available CPT data. Cross-validation 
was performed to assess the credibility of the SPT parameters in the CPT transformation. In this 

procedure, a quarter of the data set is omitted from the training set each time, and the transformation 
is recalculated. Next, the accuracy of the transformation in estimating CPT from the deleted data is 
evaluated; this procedure is applied to all data in the training set. The results show that comparing 
the actual and predicted CPT gives a good agreement, as indicated by high correlation coefficient 
values for the training and test data sets. This approach can be used for automated estimation of 
CPT from SPT parameters and can serve as an extension of conventional techniques. 
Keywords. CPT, SPT, Prediction, Artificial Neural Networks, Support Vector Regression, Port Sudan 

 

Introduction 
The standard penetration test (SPT) and the cone penetration test (CPT) are the main in situ tests used to 

characterize the properties of soils in geotechnical engineering practice [1- 4]. Recently, the applications and 

use of these in-situ tests have steadily increased [5]. SPT is considered a simple, easy approach for 
underground investigation [6–8], and one of the most frequently used tests in geotechnical research [9 – 13]. 

SPT is very popular because the correlations between its blow counts, N-value, and soil properties are 

recognized [14–19], and many specific geotechnical design parameters of the soil are related to the SPT [9, 

10]. 

The CPT was developed in the 1950s at the Dutch Laboratory for Soil Mechanics. Since then, the test has 

been gaining popularity increasingly as an in-situ test for site exploration and geotechnical design 
[10,13,20,21]. The CPT results are more accurate than SPT and can give additional information (e.g., pore 

water pressure) [20-23]. However, it is a high capital investment; a physical soil sample is generally not 

collected, requires a skilled operator, and is unsuitable for gravel or boulder deposits [24]. 

It is essential to correlate the static cone tip resistance, qc, of CPT to the blow number, N-value, of SPT so 

that the accessible database can be effectively utilized. In this context, decades ago, numerous researchers, 
e.g. [5,25–33], have developed empirical relations between the SPT N-values and CPT cone bearing 

resistances, qc, for different soil types. Many scholars, e.g., [34-45], have introduced artificial intelligence 

(AI) to several geotechnical engineering problems and produced successful results. This paper aims to exploit 

the efficiency of the support vector regression (SVR) algorithm to predict cone penetration prediction results 

using SPT attributes. SVR embodies the structural risk minimization principle (SRM), which is superior to 

the conventional neural networks' traditional empirical risk minimization principle (ERM). Despite the 
widespread acceptance of using mathematical models to predict various geotechnical parameters, no work 

has been done in our study area. In this paper, we employ a technique using 4-fold cross-validation to 

evaluate the prediction accuracy of the SVR model outputs. 

 

Geology  
The central lithological units along the Sudanese coastal plain of the Red Sea are Tertiary and Mesozoic 

sediments, overlying the basement rocks. Figure 1 shows the geology of the study area. The raised beach 

formation consists of marine and continental sediments and reef limestone of Pleistocene and Recent age. 

These sediments overlie the Tertiary formation [46,47]. Limestone exists at depths exceeding 30 m. The 

carbonate mineralogy of these limestones reflects a coral origin, as deduced from the balance between the 

organic and terrigenous carbonate [48,49]. The coastal plain comprises alluvial terrain deposits such as 
fans of Pleistocene debris. The alluvial deposits consist of marine sediments, clastic materials, reef sand, 

coral, and shell fragments. The sand of recent age is commonly coarse and arkosic, associated with various 
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gravels; these sands show lateral gradation from unsorted screes, stratified and current-bedded sands, and 

more rounded gravels. A thin layer of unconsolidated sediments overlays all these units. 

 

 
Figure 1. Geological map of the study area (Modified after [50]) 

 

Methods 
Description of the Dataset 

This study used two datasets to develop the proposed SVM Regression model. These data sets, named CPT 

and SPT parameters (effective overburden pressure, friction angle, and pore water pressure), represent large 

dimensional data having numerical attribute values. More than 700 SPT-CPT pairs collected at Port Sudan 

city, Sudan, represent different lithologies that vary from sand, sandy silt, and silty sand soils. The 
maximum distance between CPT and SPT boreholes is 5 m. The maximum depths of the SPT-CPT boreholes 

vary from 15 to 34.5 m (Table 1). The reading interval for both SPT and CPT is 1.5 m. Figure 2 shows the 

measurement of the sites' locations. The water table was encountered in all SPT boreholes at depths ranging 

between 0.9 and 2.3 m below the existing ground level. The Unified Soil Classification System (USCS) was 

adapted to classify the collected samples of the SPT sampler. Figure 3 shows typical profiles of the borehole 

log, standard penetration test’s blow count (SPT-N), and cone penetration test’s tip resistance (CPT-qc) at 
the borehole site (BH01).  

 
Figure 2. Measurement sites along the Red Sea coastal plain 
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Table 1. Descriptive statistics of the generated database for this study. 

Variable Number Min Max Mean Std. deviation 

Friction angle (FA) 712 27.3 49.5 36.5 4.5 

Water pressure (WP) 712 14.7 338.4 132.4 82.0 

 Effective pressure (EP) 712 13.7 317.0 124.0 76.9 

CPT 712 1 30 12.7 6.1 

Depth 712 1.5 34.5 13.4 8.3 

 

 
Figure 3. Typical profiles of borehole log, SPT-N, and CPT-qc 

 

Calculating SPT Attributes 

This study uses soil type and water table depth to estimate the shear parameters (internal effective 
overburden pressure, friction angle, and pore water pressure) from the SPT results. Numerous graphs and 

equations are currently in use to correlate SPT-N with the friction angle (∅) and effective overburden pressure 

[6, 51 - 53]. Equation 1 is used to estimate the friction angle from SPT-N, which is derived by [54] based on 

a graph presented by [52] as follows: 

∅ = 27.1 + 0.3𝑁 − 0.00054𝑁2                                     (1) 
Where N represents the SPT-N value. 

[29] adapted a study presented by [55] to propose an equation that can be used to calculate effective 

overburden pressure (𝜎′) from SPT-N and the friction angle (∅) as follows: 

∅ = 𝑡𝑎𝑛−1 {𝑁
[12.2 + 20.3(𝜎′

𝑃𝑎
⁄ )]⁄ }

0.34

                              (2) 

Where pa is the atmospheric pressure, equal to 100 kilopascals (kPa). 

Water pressure at a test point in saturated media can be estimated relative to atmospheric pressure by a 

formula proposed by Wood (2014): 
𝑊𝑃 = 𝛾𝑤𝑑                               (3) 

Where WP is the saturated pore water pressure (KPa), γw is the unit weight of water, and it is equal to 9.81 

kN/m3 [56], and d is the depth of the test (m) below the water table. 

 

Determining the Best Combination of Attributes by Stepwise Regression 

A stepwise regression algorithm was proposed by [57] as a fast, although not optimal, approach. The idea 
behind this approach is the observation that if a linear combination of N attributes is known to optimize 

some objective function, then the best linear combination of N+1 attributes, including the former N 

attributes, could only perform equally or better. Here in our work, we employed a backward stepwise 

regression (Fig. 4), let's assume the model with all potential variables is: 

𝑌 = 𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑟−1𝑋𝑟−1 + 𝜀                                                                          (4) 
Where 𝑌 is an observer, 𝑋1, 𝑋𝑟−1 are predictors,  𝛽0 intercept and 𝜀 is the error term. 

The backward elimination procedure can be applied as follows: 

In the first step, let's assume the initial model as above; then, the following r-1 tests are carried out,  

𝐻0𝑗: 𝛽𝑗 = 0,                                                                                       (5) 

𝑗 = 1,2, … , 𝑟 − 1 
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The lowest partial F-test value 𝐹𝑖 corresponding to 𝐻0𝑖 : 𝛽0 = 0 or t-test value 𝑡𝑖 is compared with the 

preselected significance values  𝐹0 and 𝑡0 one of two possible steps can be taken. 

The first possibility is that if  𝐹𝑖 < 𝐹0 or  𝑡𝑖 < 𝑡0 then 𝑋𝑖 can be removed, and the new original model is:  

𝑌 = 𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑙−1𝑋𝑙−1 + 𝛽𝑙+1𝑋𝑙+1 + ⋯ + 𝛽𝑟−1𝑋𝑟−1 + 𝜀                                                     (6) 
The second possibility is that if  𝐹𝑖 > 𝐹0 or  𝑡𝑖 > 𝑡0 then the original model is the model we should choose. A 

detailed mathematical formulation can be found in [58]. 

 
Support Vector Regression Algorithm 

The support vector regression implements machine learning theory based on classification algorithms, 

namely, support vector machines. This algorithm, introduced by [59], has been successfully adapted to 

various problems in science and engineering. Here, we only present a very brief mathematical background 

of this algorithm; more detailed descriptions can be found in [60, 61].  
In any regression model, the objective is to estimate an unknown continuous-parameter function from a 

finite number set of noisy data (𝑥𝑖 , 𝑦𝑖), (𝑖 = 1, … , 𝑛), where d-dimensional input 𝑥 ∈ 𝑅𝑑and the output 𝑦 ∈ 𝑅. 

Suppose the statistical model for giving data   has the following formulation:  
𝑦 = 𝑟(𝑥) + 𝛿                                                                                    (7) 

Where 𝑟(𝑥) is an unknown target function (regression), and 𝛿 is error has zero mean and unit variance 
2

[62, 63].  

In SVM regression, the input x is first recorded into a m-dimensional feature space via some nonlinear (fixed) 

mapping, and then a linear model is built in this feature space [63 - 66]. Using mathematical symbolization, 

the linear model (in the feature space) 
),( xf

is given by: 

𝑓(𝑥, 𝜔) = ∑ 𝜔𝑗𝑔𝑗(𝑥) + 𝑏                                                                                             (𝑚
𝑗=1 8) 

where 𝑔𝑗(𝑥), 𝑗 = 1, … , 𝑚 denotes a set of nonlinear transformations; b is the “bias” term.  

Often, the data are assumed to have a zero mean, so the bias term in (2) can be neglected.  

The loss function evaluates the accuracy of estimation 𝐿(𝑦, 𝑓(𝑥, 𝜔)). SVM regression uses a new type of loss 

function called  -insensitive loss function proposed by [64]:  

𝐿𝜀(𝑦, 𝑓(𝑥, 𝜔)) = {
0

|𝑦 − 𝑓(𝑥, 𝜔)| − 𝜀

𝑖𝑓 |𝑦 − 𝑓(𝑥, 𝜔)| ≤ 𝜔

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                             (9) 

The empirical risk is:  

𝑅𝑒𝑚𝑝(𝜔) =
1

𝑛
∑ 𝐿𝜀

𝑛

𝑖=1

(𝑦𝑖 , 𝑓(𝑥𝑖 , 𝜔))                                                                     (10) 

 

 
Figure 4. Flowchart of the methodology used in this study 
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It can be seen that  -insensitive loss coincides with least-modulus loss and with a particular case of Huber’s 

robust loss function (Vapnik 1999; Vapnik 2013) when  = 0. Hence, we shall compare the prediction 

practice of SVM (with the proposed chosen  ) with regression approximates achieved using least-modulus 

loss ( = 0) for various noise densities.  

SVM regression accomplishes linear regression in a high-dimensional feature space using  -insensitive loss 

and, at the same time, tries to reduce model complexity by minimizing‖𝜔‖2
. This can be described by 

introducing (non-negative) slack variables 𝜉𝑖 , 𝜉𝑖
∗ 𝑖 = 1, … , 𝑛, to measure the deviation of training samples 

outside  -insensitive zone. Thus, SVM regression is formulated as the minimization of the action of the 

following functional:  

𝑚𝑖𝑛  
1

2
‖𝜔‖2

+ 𝐶 ∑(𝜉𝑖 + 𝜉𝑖
∗)

𝑛

𝑖=1

                                                       (11) 

𝑠. 𝑡.    {

𝑦𝑖 − 𝑓(𝑥𝑖 , 𝜔) ≤ 𝜀 + 𝜉𝑖
∗

𝑓(𝑥𝑖 , 𝜔) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0, 𝑖 = 1, … , 𝑛

 

This optimization issue can be transformed into a dual problem (Vapnik 1999; Vapnik 2013), and its solution 

is given by   

𝑓(𝑥) = ∑(𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥𝑖 , 𝑥)                                                    (12)   

𝑛𝑠𝑣

𝑖=1

 

𝑠. 𝑡.  0 ≤ 𝛼𝑖
∗ ≤ 𝐶, 0 ≤ 𝛼𝑖 ≤ 𝐶 

where 𝑛𝑠𝑣is the number of Support Vectors (SVs) and the kernel function:  

𝐾(𝑥, 𝑥𝑖) = ∑ 𝑔𝑗

𝑚

𝑗=1

(𝑥)𝑔𝑗(𝑥𝑖)                                                                     (13) 

It is widely known that SVM generalization performance (estimation accuracy) depends on a proper set of 

meta-parameters, C,   and the kernel parameters. 

 

Results and discussion 
The dataset used in this study comprises 712 points of standard penetration test (SPT) and cone penetration 

test (CPT). This dataset is interesting because, for each SPT well, there is a CPT well located less than five 

meters apart. Each SPT N-value was converted to five different attributes. Only three were accepted, and 

the others were rejected using stepwise regression analysis. Table 1 outlines the descriptive statistical 

distribution of variables and input parameters used for generating models. 

The dataset is partitioned into training and test sets using four validation scenarios. In each scene, 30% of 
the data will be removed from the practice and kept for testing. Then, repetitions are used for each quarter 

in each trial. The test set ensures that our model outcomes are reliable and can be generalized to make 

predictions about new data. 

Figures 5 and 6 present a graph and cross-plot of training results for CPT derived with the SVR model of the 

first validation scenario, respectively. The differences between the actual and predicted CPT values are 
minimal for all training and test data, supported by a small mean square error and a correlation coefficient 

almost equal to one (Table 2). 

 
Figure 5. Graph of support vector regression model predicted performance in comparison with 

actual data of the first quarter of the data set (a), the training set (545 inputs–output data), and 

(b) the Testing set (165 inputs–output data), first validation scenario 
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Figure 6. Comparison between the measured and predicted CPT from the SVM regression analysis 

for the first validation scenario. 

 

Table 2. Performance of SVR models for the training and testing of the four different validation 
scenarios 

Validation Training 

RMSE 

Testing 

RMSE 

Training 

R Squared 

Testing 

R Squared 

First Quarter 0.53321 0.49118 0.9908 0.9962 

Second Quarter 0.57659 0.28729 0.9901 0.9986 

Third Quarter 0.57607 0.29870 0.9927 0.9940 

Fourth Quarter 0.36559 0.77995 0.9969 0.9749 

The second, third, and fourth validation scenario results were employed to ensure the credibility and 

performance of the suggested SVR models for estimating CPT values from SPT parameters. Figures 7, 8, 9, 

10, 11, and 12 present a graph and cross-plot of model outputs and actual CPT.  

 

 
Figure 7. Graph of support vector regression model predicted performance in comparison with 

actual data of the second quarter of the data set(a), the training set (545 inputs–output data), 

and (b) the Testing set (165 inputs–output data), second validation scenario. 
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Figure 8. Comparison between the measured and predicted CPT from the SVM regression analysis for the 

second validation scenario. 
 

 
Figure 9. Graph of support vector regression model predicted performance in comparison with actual data of 

the third quarter of the data set(a), the training set (540 inputs–output data), and (b) the Testing set (170 
inputs–output data), third validation scenario. 

 
Figure 10. Comparison between the measured and predicted CPT from the SVM regression 

analysis for the third validation scenario. 
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Figure 11. Graph of support vector regression model predicted performance in comparison with 

actual data of the fourth quarter of the data set (a), the training set (500 inputs–output data), 
and (b) the Testing set (200 inputs–output data), fourth validation scenario 

 

 
Figure 12. Comparison between the measured and predicted CPT from the SVM regression 

analysis for the fourth validation scenario. 

 

From previous figures, one can notice that almost the same comparison between the training and actual 

CPT values produced by the models with a correlation coefficient close to 1 and small mean squared error 

varies between 0.2 -0.7 and 0.3 – 0.5 for training and testing respectively which can be neglected comparing 
with our minimum reading of CPT which is equal to 1. Overall, the models produced by the four different 

validation scenarios show a high capability to produce extreme mean and max CPT readings with high 

accuracy; this can be noticed from all the figures above.  

Figure 13 compares the actual CPT QC value and the SVR-predicted CPT data with depth for the selected 

six wells. The figures indicate a strong match between the Predicted (Red curve) and actual (black curve) 

CPT. The location of these six wells is indicated in Figure 2 by black dots. 
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Figure 13. Comparison of CPT qc value with depth from actual CPT data and SVR predicted data 

 

Conclusion 
The present work assessed CPT and SPT data from two different geological zones of the southern part of 
Port-Sudan City, Sudan. The cone penetration test was defined as a standard penetration resistance 

mathematical function that employed neural network approaches. Using four different validation scenarios, 

we have exploited the advantage of standard penetration test parameters as inputs of the support vector 

regression neural networks to estimate cone penetration tests. The experimental results show that the 

models produced under different validation scenarios match predicted and actual CPT with high accuracy 
in the assessment. Besides, the models show an excellent capacity to estimate not only common CPT values 

in the area but also the high and low extreme readings of the CPT. Although the results presented herein 

are promising, more data from another zone in the area are needed to generalize and improve the accuracy 

of the studied models. 
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